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Linearis regresszio

Ha két folytonos valtozo linearis kapcsolatban van egymassal, akkor az egyik
segitségével elére jelezhetjiik a masik értékét. Sziikségiink van a fliggé és
flggetlen valtozé kivalasztasara, de ez nem jelent oksagi kapcsolatot! Azt sem
jelenti, hogy megértettiik volna a kapcsolatot, de az ésszefliggés segitheti a
megeértését a kapcsolatnak és legféképp relevans elérejelzéseink lehetnek.

Példak:
Evszakok valtakozasa és az 6kori gdrogok.

Képességteszt és adott pozicidban vald bevalas.

Felvételi vizsgapontszam és egyetemi elémenetel.

Adott arucikkel szembeni attitid és vasarlasi hajlanddésag.
Kapcsolat szubjektiv er6ssége és interakcidk heti gyakorisaga.

Ha az el6rejelzés egy valtozé segitsegeével torténik, akkor egyvaltozés linearis
regresszié szamitasnak nevezzik az eljarast.
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Minél szorosabb két valtoz6 kapcsolata, annal kisebb lesz az elérejelzés hibaja.

Pl. Egy varrondvel szembeni elégedettséget szeretnénk elére jelezni egy varrasi
gyorsasagi teszt alapjan.

Szamos mar dolgoz6 varronbvel elvégezzik a tesztet, és informalédunk f6ndkik
munkajukkal val6 elégedettségérél. Pl. korrelacioval megvizsgaljuk, hogy a
szamszer(sitett két valtozé 6sszefligg-e egymassal. Amennyiben a teszt
hasznalhaténak tlnik, regresszids egyenest illesztliink az adatokra, hogy a teszt
alapjan a fénok elégedettségét barmely teszt érték esetén elére jelezhessik.
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Abra a Math jegyzetbél.
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A linearis kapcsolat természetesen egy egyenessel ragadhatdé meg a legjobban. Ezt
regresszios egyenesnek nevezzik.

Az altalanos képlete egy egyenesnek::

Y:/B0+/81X

i konstans, az a pont ahol az egyenes metszi az y tengelyt, az az érték, ami a
legjobb becslés x=0 esetén

B, a valtozé sulya, azt fejezi ki, hogy x egységnyi valtozasa mekkora ndévekedést
idéz el6 y becslésében

A becslés csak tokéletes kapcsolat esetén lenne hibamentes (r=1 vagy r= -1).

Az eljaras elnevezésének hattere:

Sir Francis Galton a 19. szdzadban kutatta gyermekek genetikus
meghatarozottsagat. Ugy fogalmazta meg eredményeit, hogy a gyermekek
magassaga a sziulék magassagahoz képest regredial az atlagossag iranyaba.

A jelenség generalizalhato teszt-reteszt szituacidkra, ez is mutatja, hogy a
regresszios hatas egy természetes jelenség.
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A becslés csak tokéletes kapcsolat esetén lenne hibamentes (r=1 vagy r= -1).

Y=8+BX+¢

A lehet6 legkisebb hibaju becslés a cél. A hibardl feltételezzik, hogy fuggetlen X-t6l
és atlaga nulla.

A négyzetes hiba minimalizalasara épulé “legkisebb négyzetek” segitségével
szamolhatjuk becslését. A becslések normalis eloszlasuak, igy tesztelheté,
hogy nullaval egyenléek-e a populacié szintjén.
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Két valtozo kapcsolata

Ha két valtozé normalis eloszlasu, akkor csak linearis kapcsolat képzelhet6 el kozottik,
azaz, ha nincs kozottik linearis kapcsolat, akkor figgetlenek egymastol.

Ha két valtozé normalis eloszlasu és korrelaciojuk nulla, akkor flggetlenek egymastal,

ha korrelaciojuk nullatél kilénbézik, akkor linearis kapcsolatban vannak, és ez a
kapcsolat egy egyenessel megragadhatd. Fontos a korrelacio mértéke is (r=0.01)

A regresszios egyenes segitségével egyik valtozé értékének ismeretében a masik
valtozé értékét elére jelezhetjik. Meg kell hatdroznunk a figgd és flggetlen
valtozét, ki kell szamitanunk a regresszids egyditthatékat (5, , és b, ).

Ha a flggetlen valtozd értékei kdz nem szerepel egy érték, de a megfigyelt
tartomanyban van (megfigyelt min. és max. értek k6zo6tt), akkor kdvetkeztethetiink a
flgg6 valtozo értékére (interpolacio), ha a megfigyelt tartomanyon kivul van, akkor
ezt nem tehetjik meg (extrapolacio).

Ha a fliggetlen valtozé sulya (B,) a populacid szintjén kilénbdzik nullatol, akkor a
fuggetlen valtozé hatasa szignifikans.
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A linearis regresszio terminologiaja megtéveszto:

-fligg6 valtozé
-fliggetlen valtozé
-valtoz6 hatasa

Csak akkor beszélhetlink oksagi kapcsolatrol, ha random kisérletbdl szarmazé adatokkal
dolgozunk és minden mas, a vizsgalt kapcsolat szempontjabdl relevans, tényez6t
kontrollalunk. (A fliggetlen valtozét mi manipuléljuk és a személyeket random modon
soroltuk a fligg6 valtozo szerinti csoportokba).

Ha megfigyelésrél van szd, szamos kilsé tényezd befolyassal lehet mind a figgd, mind a
flggetlen valtozéra, oksagi kapcsolatrdl megfigyelés esetén nem beszélhetlnk.
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Ha a regresszio tokéletes elbrejelzésre ad =
lehetéséget, azaz a megfigyelt értékek , *
pontdiagrammon abrazolva tdkéletesen
illeszkednek egy egyenesre, akkor ]
szokas flggvenykapcsolatrol beszélni.

Pl. Eladott termék szama, eladasbal o
szarmazo bevétel.

Az esetek dont6 tébbségében azonban csak

ugynevezett statisztikai kapcsolatrol van .
sz0, ahol az elérejelzés nem tdkéletes, az

elérejelzés hibdja vizudlisan a pontok o
tavolsaga az illesztett egyenestdl.

Pl. az anya intelligenciajaval prébaljuk
bejésolni a gyermek intelligenciajat.
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Az altalanos képlete egy egyenesnek:

Y, ::BO"'IBlXi

B aza pont ahol az egyenes metszi az y tengelyt
B, azt fejezi ki, hogy x egységnyi valtozadsa mekkora névekedést idéz eld y-ban

YAiszi:BO-i_ﬁAlXi Yi:'80+'81Xi+€i

& :Yi_(ﬂAO—i_ﬂAlXi):Yi_YAi

A becslés csak tdokéletes kapcsolat esetén lenne hibamentes (r=1 vagy r= -1).
¢, a becslés hibgja.

A lehet6 legkisebb hibaju becslés a cél. A hibardl feltételezzik, hogy fuggetlen X-t6l
és atlaga nulla. A négyzetes hiba minimalizalasara épulé “legkisebb
négyzetek’eljaras segitségével szamolhatjuk 5, és [, becslését.
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A becslés hibaja:

€ =Y _(IBO +:31Xi) =Y, _YAi
A regresszids egyenes hibaja, az un. rezidualis hiba vagy hibavariancia:
Res = E[(Y, -Y,)’]1= E[¢’]1= E[(¢,-0)’] = 0,

2 2 2
0y, =0, +0,

2 _ 2 2
SSy, =S85 + 55,

SS.

2
R ==L
SSy

Az R négyzet érték, a determinacids egyitthatd, azt mutatja meg, hogy az Y valtozé
varianciajanak mekkora részét tudjuk megragadni az y becsult értékével.

Ez pontosan a korrelacié négyzete lesz.



